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table below for the appropriate methods of remote access:
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Microsoft 365
Exchange Online

Outlook Web Access
(Exchange Mail Users
Only)

Google Calendar
Login

Office 365

Canvas Learning
Management System

High Performance Cluster(s) (NOTS)

Research Data Facility - Isilon (RDF)

ORION Virtual Machines for Research - Web Console
REDCap

CRC Documentation

GLOBUS file transfer

VRDE Secure Research Enclave

Consultation/Facilitation

Zoom

PYPl & Travis wiuorial [ crclogin 3> [ Other Bookmarks

KB Home OQIT  Rice University

All Topics a SEARCH
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CRC Remote Access to Services and Resources

Highlight search terms

Off-Campus Access to CRC Services and Resources

All the primary computing systems & services offered by CRC are available to researchers who are working from off campus. Please see the

Off-Campus Access Method

Rice VPN or CRC ssh gateway required
Rice VPN required

Rice VPN required

Public access (DUO required)

Public access

Public access (NetlD authentication)
CEHI2FA VPN required

Can be arranged via Zoom or Google
Meet

In April 2020, the CRC will start hosting webinars with a focus on remote research computing practices.

https://kb.rice.edu/108626

websitel

RICE UNIVERSITY

Center For Research Computing

Menu

The Center for Research Computing

The Center for Research Computing (CRC) works to meet Rice community members' research needs
with specialized computing resources and services. We maintain shared research computing
infrastructure on campus as well as relationships with off-campus organizations and vendors, and

facilitate the optimal use of these resources through consultation and direct partnership.

https://researchcomputing.rice.edu/
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CRC Resources

And Connection Methods



Services and Resources

 RDF Data Storage, NOTS Cluster, ORION Private Cloud, GLOBUS FTP
e Clusters, storage, and VMs can all be accessed via VPN.

 Documentation available on Knowledge Base:
https://kb.rice.edu/108191

e Our facilitators, application support specialists, developers, and staff
are available to help you:
e Access resources at Rice and elsewhere
e Design a remote-access workflow
e Run workshops tailored to your group’s needs
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CRC Networked Resources
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Remote Access Methods for Optimizing Workflows
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Rice’s Research Data Facility



The Research Data Facility
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To accommodate our research community's growing need to slora large datasets and facilitate
collaboration among research groups, the Center for has made i a variety of
services collectively known as the Research Data Facility (RDF)‘ The RDF consists of a combination of
cloud-based and on-premises storage services that are robust and secure, flexible enough to meet a wide
range of use cases, and scalable to meet future data storage needs.

Status
Google Status
Kaltura System Security
Status
The RDF is 1o securely accc no data. If your data requires additional

:"':IE.""”"" secunty pracautions to ensure regulatory compliance, please contact the CRC to discuss your

Quick Login

Links X
Webmail | Email | Rice Box
Web Access
Many researchers require a secure data archive or collaborative space where datasets can be shared

:"’I: Google easily with colleagues both inside and outside of Rice, but there is not a need for direct, real-time

i access to the data from software applications. The Rice Box service is designed to meet those
Microsoft 365 requirements. Rice Box is:
Exchange
Online = A cloud storage solution based inside the US

* Accessible via your Rice NetlD and password
Outlook Web
Aopsss = Allows files/folders to be easily shared to Rice colleagues
(Exchange Mail = Allows links to files to be sent to external collaborators' email addresses
Users Only) s Supports FTP bulk data transfer
Googls Calendar Currently, limited to commercial internet speeds — the CRC recommends consulting with us
Login about integrating cloud storage solutions into workflows or archiving practices that involve
large-scale dataseis

Offica 366  Can be synchronized to local folders
Canvas = Limited storage (Please Note the change from Unlimited here https://kb.rice.edu/69392)
Leaming
Management To get started, visit Getting Started with Rice Box for more details
System

https://kb.rice.edu/108241

Networked Isilon storage
Automated backups
Shares are available for
research faculty

Mount on a VM or your
laptop as SMB share
Direct connection to
research networks via
Science DMZ
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RDF EXERCISE

e CONNECT TO VPN
 Connect to RDF
* Copy a file to RDF using Terminal or GUI



VPN Examples



Connect via VPN

--------- CommVault = = = = = = = = = = =
WGET, Git, etc. - -

Amazon X
Glacier Commercial - SSH gateway -
Internet !

Research Networks
(Internet2, ESnet,
LEARN, SetG, etc.)

VPN:
Connected to Rice VPN,
tice VP *~  Disconnect

See: https://kb.rice.edu/82263

Solid lines represent internal Rice or 12 connections
Dotted lines represent commercial internet connections
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Supercomputing and Storage



*Su percomputers and Storage: Staging Data
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Amazon
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Commercial
Internet

For medium datasets, you can:
1. SMB mount a VM on the RDF

2. Use the VM to SCP data to & from
NOTS

For small datasets, you can:
1. SCP the data to & from nots via vpn

Research Networks
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LEARN, SetG, etc.)




Supercompuliters and Storage: Staging Data
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Globus’ File Manager Web Interface
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O i Marager panes |3 Using Globus’ web interface
to:

e Browse my personal

7 NOTS scratch directory
selectrone T ( : (/scratch/jcm10/)

Collection = NOTS scratch . Rice University CRC RDF endpoint

Path  /jcm10/ u /rdf/jcm10/riedeltest/ L

NAME ~ LAST MODIFIED Share f\»:(:‘.‘ NAME - LAST MODIFIED SIZE d . .
psl ®
f;*"‘ files 03/25/2020 11:0 "\ (£ riedel_jan7.tar.gz 01/07/2020 10 19.06 M8 Create d eStI n at ion
| SR folder on my RDF/Isilon

_ B ——_—— o /

| gdal2tiles-leaflet-master 02/19/2020 02:4 New Folder [~ L] runnotestxa ot 02 e Y i

N SR o o share (/research/jcm10/)

‘ | master.zip 03/26/2020 10°C ename [ o SanbornBlocks 11/06/2019 04 = > o

- Delete Selected [] B * |nitiate the transfer of an

| | slurm-532942.out 03/27/2020 06:¢ = SanbornLots 11/06/2019 04:.. - > . .

5 entire subdirectory,

D tilemaker2 slurm 03/26/2020 10.€ Tiles 11/20/2019 10... - > L. .
containing ~150,000 files

W titemaker3.slurm 03/25/2020 054 tilesout-march25 03/26/2020 12 > . . .
in ~800 directories.

03/26/2020 10: GetLink @O tilesout-march26 03/26/2020 09, %

Show Hidden Items (@' .
L2 tilesout-march26a 03/26/2020 06 >

Manage Activation ((D

7 [ —— o002, — 5 https://app.globus.org
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Globus vs. VM-scp vs. VPN-scp Dataset Example

ﬁ “‘b B e e i

&« ¢ o © & https://kb.rice.edu/108242 B | e w y InBD @ ™ & =

@ sed -- gnu reference 0 md @ OUTLOOK (12) [ AWS E crc site login B New Folder E python PYPI ",:_" Travis tutuorial crc login 3% E Other Bookmarks

Test transfer, NOTS to RDF
Statistics

@R]CE Search the KB._. All Topics B seanch | [ ] e 1875 files
PR it R - s e 651 directories

T , * 50GB
KB Home CRC Getting Started on Globus DTN network

CRC Getting Started on Globus DTN network Highlight search terms G I O b U S ( U n e n C ry pte d )
Introduction e Without file verification

Camuas SanE Rice University CRC's Globus Data Transfer Node (DTN) network nodes provide massively paraliel file transfers to facilitate moving

Remote Teaching  Teaching Continuity ~ Remote Learning  Remote Working KB Home OIT  Rice University

IT Service Status

Statu:

* large data sets efficiently. A transfer to similarly configured Endpoints will take advantage of high-throughput networking. You will be [ 1 5 6 M B / S
Soogle Statuz able to move data between participating institutions via Globus, including between our DTN endpoints. Additionally, if you install and
Kaltura System configure the Globus Connect software you will be able to transfer files using your local computer as an Endpoint.

Stas * 5 minutes

Zoom Service Status
DTN Nodes

e e With file verification
Links X » Rice University CRC DTN for /scratch on NOTS
Webmail | Email Web » facilitates the movement of data into and out of the "/scratch” shared filesystem available for NOTS.
Access * Rice University CRC DTN for /nome on NOTS 4 7 9 M B/S

« facilitates the movement of data into and out of the "/home" shared filesystem available for NOTS.

« Rice University CRC DTN for /projects on NOTS .
:‘:i’r‘:n";:juﬁ:““ » facilitates the movement of data into and out of the */projects” shared filesystem available for NOTS. L 1 1 minu tes
« Rice University CRC deepsC In storage condo

Rice Google Mail

Outlook Web Access «+ facilitates the movement of data into and out of the "/storage/condo/*” shared filesystem available for NOTS. . LN ol
(Exchange Mail Users « Rice University CRC Data transfer node Google Drive connector for "Shared Drives™ L4 SC P to Ca | I I p u S LI n u X d eS kto p, et h e r n et ( n Ot W | fl )
Oniy} « provides access to create a collection using your Rice Google account ("Shared Drives”) as an endpoint allowing you to
Google Calendar transfer data between your Rice Google Drive account and other Globus endpoints. .
* 107 minutes
Office 365 . When creating this collection "Base Directory” should be left blank on the Create a Guest Collection page . . .
Canvas Leamning [ ] f I f
Management System « Rice University CRC Data transfer node for Google Drive connector for "My Drive™ N O I e Ve rl Icat I O n

= provides access to create a collection using your Rice Google Drive accoun ly Drive"} as an endpoint allowing you to
Zoom id t 1t llecti i Rice Google D t ("My Drive") dpoint allowi fi

Ants ot A Dina Renain D Aunt and athar Clobe i

Log in at https://www.globus.org/ with your Rice ID
Instructions for use on KB: https://kb.rice.edu/108242
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DATA xFER EXERCISE

e GLOBUS
e Log into Globus FTP

e Connect your endpoints:
 NOTS scratch directory
* RDF folder

 SCP
* Connect to VPN
e Connect to your RDF share

e Open your terminal
SCP the file from NOTS to your RDF share



Globus’ Command Line Interface
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© & https://github.com/globus/globus-cli

[ globus [ globus-cli

B adoc

| globus_cli

B shell_completion

i tests

[Z] .coveragerc

[Z) .editorconfig

[E) .gitignore

=| .pre-commit-config.yaml|
E) .travis.yml

[E] CONTRIBUTING.adoc

https://mpolson&4.github.io/OceansAndContinentsTESTBED/dist/

ﬁ jaswilli Merge pull request #487 from globus/release-1.12.0

ves @ {} ‘-9 Search

* vDN S sotite [@] siece EJRT B2 iumaiL @ crccehat @) Oceans and Contine...

Pull requests Issues Marketplace Explore

© Watch~ 14 ¥ Star

Update developer tools

Release v1.12.0

Replace completer scripts with *--completer® opts
Remove test case for failure on click<7.1

Update developer tools

Add .editorconfig

Update developer tools

Update developer tools

Update Travis to not run linting on each platform
Update developer tools

Initial commit

31 YFork 12

¢> Code Issues 16 Pull requests 3 Actions Projects 0 Wiki Security Insights
A Command Line Wrapper over the Globus SDK for Python
<o 827 commits ¥ 7 branches [ 0 packages > 38 releases 43 6 contributors &l Apache-2.0
Branch: master « New pull request Create new file  Upload files = Find file Clone or download ~

+ Latest commit 764d9d7 15 days ago

2 months ago
16 days ago
2 years ago
16 days ago
2 months ago
4 years ago
2 months ago
2 months ago
2 months ago
2 months ago

4 years ago

N = @ O

®

Using Globus’ CLI to

automate tasks

e Create event listeners &
scripted tasks (such as,
when a NOTS job
finishes, export files to
RDF)

e Duplicate transfers (such
as exporting data from
NOTS to RDF and
external repositories)

https://github.com/globus
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ORION Virtual Machines
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Orion Documentation
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e Small (2 cores x 8 GB RAM), medium (4x16), large (8x32)
e SMB fileshare mounting

e Fast connection on Rice network

e Can provision public IP’s or Netscaler proxy hostname

e Avariety of disk images are available


https://orion.crc.rice.edu/
https://kb.rice.edu/108243

Workhorse VM with Mounted Storage
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% \Workhorse VM'’s (4+CPU’s)
&

Y . Pre-processing data for clusters
=/ _
=7+ Post-processing data for clusters

* Medium-sized jobs
* Interactive jobs



Lightweight VM with Mounted
Storage, Private [P
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Data processing example:

Database migration via API calls:

e Didn’t complete overnight on my
laptop via VPN

* 4.1 seconds peritem

*  Moved code onto target ORION VM

e 0.43 seconds per item

@ Kavraki Lab Web App x -

& C A Notsecure | 10.134.196.121

Search for a file

Kavraki Lab Web App

Kavraki Lab Web App

Search for a file
Allele ADZ04

Binder Man-binder

seanch

Results
Retrived 1314 results in 0.1623 seconds

Peplide any-peptide

Allele A0204 Peptide LLd
) _ LLDTVPLDY
Binder MNon-binder LLDQRPAWY
search LLDSLREQY
— LLDTELDLY
LLDSPPALY
@ Kavraki Lok Web App x + o
“« C A 0 | 10134196121 resubtstallele s ADRMEpoptide sany. peptide&binderson&nan_binderson

Allele Peptide Binder Download
AD204 YVSPROFSY binder Dewnload
A0204 SLAQYNPKL binder
AD204 VLLDAPIGL binder m

Data Interface Example:

Lightweight Flask app connecting to RDF datasets

(courtesy of Kavrakilab: Anja Conev, Nonso Chukwurah, Romanos Fasoulis)




NETWORKING EXERCISE

* Create an SSH key

* Launch an ORION VM

e SSH in

e Connect to networked storage

e SCP data from NOTS to RDF without touching down in your own
computer



Wrapping up



Research Computing Remote Access

Rice research computing resources are
* Fast
Commvaul ----------- G- e Connections up to 100MB/s
o e Scalable storage and computing

e Safe

* Firewalled

e Authenticated users only
* Reliably available
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I T,
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! \ = Globus .
A \ : e jp e Facilitators:
(Internet2, ESnet, > alobusl':T Globus FTP g e Clinton Heider: heider@rice.edu
LEARN, SetG, etc.) Science DMZ. . . .
DAt T e e John Mulligan: jcm10@rice.edu
J
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